TRAJECTORY CONTROL AND MODELLING FOR WIND TURBINE MAINTENANCE BY USING A RPAS
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Abstract. One of the most demanded assets nowadays is energy. Over many options to generate it, humankind must seek sustainable ways; therefore, renewable energies must be empowered. Moreover, wind provides great benefits, granting uncalculated power at our disposition. Since this task is executed by big structures, their maintenance represents a difficult task for human efforts to achieve, because the height requires much support, effort and time to accomplish.

A Remotely Piloted Aircraft System (RPAS) can be adapted to perform surveillance on different types of surfaces, presenting a comfortable way to execute it in dangerous and difficult to access spaces, providing safer methods, and bringing experience of qualified workers and technology together.

This paper will provide methods for generating a trajectory over Wind Turbine blades, relying on the specification of a Phantom 4. The main objective is to establish a path over this structure, based on the measurements of a specific model and incorporating all of the blades surface. The results were satisfying once the precision was inside the allowed deviation. Nevertheless, some issues might be improved such as the velocity between waypoints and the polynomial selected to define the trajectory.
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Introduction

The quadcopter is a type of Remotely Piloted Aircraft System (RPAS) that can perform Vertical Take Off and Landing (VTOL). This provides the maneuverability that most of RPAS lack, not only for VTOL, but also for its dimensions that allow incorporating onboard sensors.

This is an under-actuated system with four inputs (roll, pitch, yaw and throttle) and six outputs. These systems have given proof that they are able to perform complex missions accurately and effectively (Gupte, 2012).

With this, is possible to operate in constrained and difficult to access spaces. With the technological development of such machines, comes an interest in adapting them for our everyday needs. Thus, machines come to give the help that we demand. This type of task is not only expensive, but also dangerous since most of them are either outdated or inadequate, like the rope descendent technique.

With the use of remotely controlled, semi-autonomous or autonomous operations, the monitoring and inspection of big structures like wind turbine blades, telecommunication antennas, buildings, and others, can be brought to a new level of quality and economy (Morgenthal & Hallermann, 2016). This article presents an efficient simulation, of what might be a solution for upcoming years.

Figure 1. Inspection of a wind turbine conducted using the rope descendent technique (Nurm, 2017)
There is no doubt that renewable energy sources are the road that humankind must pursue. Choosing them over fossil ones is surely a greater step towards sustainability. Among other renewable energy sources, wind is used in large-scale electricity generation. The use of this technology has been increasing in recent years (IRENA, 2012). Aspects such as providing a mature technology, plus commercial aspects have enhanced its large-scale implementation. Facts shown by Global Wind Statistics, which shows that just in the year 2016, a power capacity of 13.926 MW was installed in Europe (Fried, 2017). The wind turbines in case are composed by a main tower, and three blades that contain airfoils produced over an irregular shape, as seen at the tip. To conduct surveillance over these structures, is a complex task.

More common than ever, these blades are produced from composite materials, which may be difficult to predict with accuracy its durability. (Esu, 2016) Moreover, structures with defects can decrease the energy harvesting by nearly 30% (Staffell, 2014).

This paper summarizes a model adapted to describe the RPAS’ equations of motion. Based on it, two types of paths to be described for the RPAS were idealized, enabling to capture a series of photos that, with a high-definition camera, would allow performing an inspection using a software that use photogrammetry and computer vision algorithms to transform both RGB and multispectral images into 3D maps and models. Based on this idea, a simulation in MATLAB environment was created. Since the cameras need to be steady to capture high quality photos, decreasing the error associated with surveillance is a challenge, so only small angles were considered.

RPAS can have diverse applications such as: precision farming, archeology, photography and robot first response (Kovacs, 2016).

In this paper, a trajectory generation methodology developed by (Kumar, 2016) on which it is possible to plan a trajectory from an initial point to a desired one, is adapted. The main goals to be achieved in this study are:

– the trajectories must present an approach for real-world surveillance;
– the trajectories must obey the restrictions posed by the dynamics and input of the quadcopter;
– the control law applied to this system must be able to re-plan the trajectory at each control update, and apply the new inputs to the first section of the loop;
– the trajectory presented must correspond to the trajectory desired in order to obtain precise visual tracking for the captures of the photos.

Therefore, the dynamic model which was used and which will provide an idea of the control inputs and their function when controlling the system will be presented. Moreover, the paper will present the defined control laws: the nested loop which allows to control the position and attitude of the RPAS built on some assumptions that were made in order to optimize the trajectory for the task it was meant for.

Based on these principles, some equations to obtain trajectory tracking were used with the desired position as a reference point. At the end, a problem proposal definition and the results obtained will be presented to gather with comments for some future works.

### 1. Dynamic model

The vehicle’s movements can be defined by six degrees of freedom. In order to characterize them, the inertial frame $(\alpha)$ and body frame $(i)$ were created. The inertial frame is composed by $a_1$, $a_2$ and $a_3$, being the positive part of $a_3$ pointing upwards. In addiction, the body frame $(i)$, which has the same principles or the inertial reference, with the origin latch onto the RPAS center of mass was defined, as seen in Figure 3.

To characterize the system, $Z – X – Y$ Euler angles, which enable to model the rotation of the RPAS, will be used.

In addition, to define the vehicles attitude a rotation matrix, $^a R_i$, presented by equation (1), is established. With this it is possible to describe a vector from the inertial system, $a$, in the vehicle’s body system, $i$:

$$
^a R_i = 
\begin{bmatrix}
c y s \psi - s \phi s \psi s \theta - c \phi s \psi & c \phi s \psi + c \theta s \psi & s y s \theta + c \psi c \theta s \psi \\
c \theta s \psi + c y s \phi s \theta & c \psi s \theta & s y s \theta - c \psi c \theta s \psi \\
- c \phi s \theta & s \phi & c \phi c \theta
\end{bmatrix}
$$

(1)
The sθ and cθ, represent the sin(θ) and cos(θ) respectively.

The variable r is the geometric representation of the distance from the vehicle’s body system (i) to the inertial frame (a).

The primary forces on the system are the ones produced by gravity, in the i_3 direction, next to the ones produced by the motors F_i, in the i_3 direction. To summarize this, equation (2) that represents the acceleration with respect to the center of mass is provided (Kumar, 2016):

\[
m_i \ddot{r} = \begin{bmatrix} 0 \\ 0 \\ -mg \end{bmatrix} + R \begin{bmatrix} 0 \\ 0 \\ F_1 + F_2 + F_3 + F_4 \end{bmatrix}.
\]  

(2)

The angular velocities are defined as p, q and r, and are related with the derivatives of roll, pitch and yaw angles, as seen in equation (3):

\[
\begin{bmatrix} p \\ q \\ r \end{bmatrix} = \begin{bmatrix} c\theta & 0 & -c\phi \theta \\ 0 & 1 & c\phi \\ s\theta & 0 & c\phi \theta \end{bmatrix} \begin{bmatrix} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{bmatrix}.
\]  

(3)

### 1.1. Control inputs

In the defined referential system, the RPAS state is established on the basis of longitudinal, transversal and vertical positions, the first three elements in equation (4). Nevertheless, its orientation over the three axes should also be considered; these are represented in the last three elements of equation (4). With this, it is possible to obtain the quadrotor’s state (Kumar, 2016):

\[
q' = \begin{bmatrix} x \\ y \\ z \\ \phi \\ \theta \\ \psi \end{bmatrix}^T; 
\]  

(4)

\[
x' = \begin{bmatrix} q \\ \dot{q} \end{bmatrix}^T. 
\]  

(5)

Regarding equation (5), it represents the rigid body state and is composed of the RPAS’ state vector (q’) and its rate of change (\(\dot{q}'\)).

In this model, a series of simplifications were made. It is assumed that the thrust produced by the rotors can be swapped immediately. This is not completely accurate, since a dynamical system is characterized as being a system on which the effects of actions do not occur immediately (Kumar, 2016). It is also limited in terms of the vehicle’s body rate by the gyroscopes and tracking controllers. In addition, the force produced by each motor, \(a_i\), was limited, being the maximum value produced by all rotors and amounting to 1.5 times of the quadcopters weight.

Here \(i = 1,2,3,4\).

\[a_{\text{min}} \leq a_i \leq a_{\text{max}}.\]  

(6)

Here a represents linear acceleration. The value of \(a_{\text{min}}\) is either positive or zero, since it is assumed that this RPAS does not possess the ability to stop or reverse the direction of the propellers’ rotation, which is also proved by previous reports (Hehn, 2011).

The maximum thrust is limited by peak motor torque. This is defined as the sum of vertical forces which considers only the forces produced by the motors plus the force of gravity applied on the vehicle:

\[
\vec{F}_{\text{Total}} = \vec{F}_{\text{motor}} + \vec{F}_{\text{gravity}}.
\]  

(7)

From discretizing equation (7), it is possible to obtain equation (8), in which \(m\) represents the mass of the vehicle, \(g\) is the force of gravity, \(\omega\) the angular speed of the motors and \(k_f\) the proportionality constant of the force produced by the motors (Kumar, 2016):

\[
\sum_{i=1}^{4} k_f \omega_i^2 - mg.
\]  

(8)

### 1.2. Equations of motion

The forces produced by motors create moments over the three-referential axis which, depending on the direction of spin, dictate the moment generated. Since motors 1 and 3 spin on the i_3 direction, they will produce a positive moment. Motors 2 and 4 spin on the i_3 direction, producing negative moments. The variable \(L\) represents the distance between the RPAS center of mass and the position of the motor, which can also be called arm’s length. With this defined, the inertia matrix related to the moments produced by the components of the vehicle can be seen in Equation (9) (Kumar, 2016):

\[
I \begin{bmatrix} \dot{p} \\ \dot{q} \\ \dot{r} \end{bmatrix} = \begin{bmatrix} L(F_2 - F_4) \\ L(F_3 - F_1) \\ M_1 - M_2 + M_3 - M_4 \end{bmatrix} - \begin{bmatrix} p \\ q \\ r \end{bmatrix} \times I \begin{bmatrix} p \\ q \\ r \end{bmatrix}.
\]  

(9)

### 1.3. Motor model

The motors were modeled by a test of steady-state fixed rotor in order to determine a constant of proportionality that multiplied by the angular speed would allow estimating the force produced:

\[F_i = k_f \omega_i^2.\]  

(10)

Experimentation with a fixed rotor at steady-state shows that \(k_f \approx 6.11 \times 10^{-3} \text{ N / rpm}\) (Kumar, 2016).

With the same approach, it is possible to determine a constant of proportionality to estimate the moment produced, as seen in Equation (11):

\[M_i = k_m \omega_i^2.\]  

(11)

It was determined that the constant \(k_m\) is about \(1.5 \times 10^{-9} \text{ N / rpm}\) (Kumar, 2016).

The components of angular velocity, relative to the body frame, are shown in Equation (12):

\[a \omega_i = p i_1 + q i_2 + r i_3.\]  

(12)
2. Control

2.1. Control model

Rigid body dynamics has a slower response compared to motor dynamics. Incorporating it leads to a fifth order dynamic model that implies additional complexity without significant improvement in performance (Kumar, 2016).

Using Euler angles, it is possible to parameterize the orientation, position and velocity of the center of mass:

\[
x = [x \ y \ z \ \phi \ \psi \ \theta \ \dot{x} \ \dot{y} \ \dot{z} \ \dot{p} \ \dot{q} \ \dot{r}]^T.
\]  (13)

Neglecting the parameterization by the position and velocity of the center of mass, the rotation matrix and angular velocity can be simplified to equation (14) (Kumar, 2016):

\[
u = [u_1 \ u_2 \ u_3 \ u_4]^T.
\]  (14)

where \(u_i\) is the force from all the propellers, and \(u_2\), \(u_3\), and \(u_4\) are the moments related to the body frame axis (Kumar, 2016).

![Diagram](image)

Figure 4. Nested control loops for position and attitude control (Kumar, 2016)

This nested loop, has an inner loop that corresponds to the attitude control and an outer loop that corresponds to the position control. in the inner loop the orientation is specified by the rotation matrix or a series of roll, pitch and yaw angles. From the angular rates, \(u_2\) will be calculated. This is a function of the thrust and the moments that are obtained from the motor speeds. It will be calculated based on the desired attitude. In the outer loop, the aim is to obtain the position vector. This will be compared with the actual position and actual velocity that enables to obtain \(u_1\).

2.2. Attitude control

Since this is an initial approach, the waypoints are defined so that the quadcopter would complete an itinerary that contains all the blades in order complete a visual survey with photos on them. To obtain a quality inspection, a high-quality photo which requires a stable flight is needed: no aggressive maneuvers and mostly possible at a near hover state. Thus, a control based on small angles is presented. This controller is based on the linearization of the equations of motion and motor models, at an operating point that corresponds to the nominal hover state (Kumar, 2016):

\[
\theta \approx \phi \approx 0;
\]  (15)

\[
\psi \approx \psi_0.
\]  (16)

Small angles of pitch and roll are considered:

\[
c\phi = 1, c\theta \approx 1, s\phi = 0, s\theta \approx 0.
\]  (17)

Therefore, it is possible to deduce the nominal values at a hover state for the first two inputs defined: the thrust of the motors, \(u_1\), and the quadcopter’s attitude, \(u_2\):

\[
u_{1,0} = mg;
\]  (18)

\[
u_{2,0} = 0.
\]  (19)

Moreover, it is possible to assume that each rotor produces a quarter of the total thrust needed to maintain a hover:

\[
F_{i,0} = \frac{mg}{4}.
\]  (20)

As such, it is possible to deduce the nominal angular velocity produced by the motors, as shown in equation (21):

\[
\omega_{i,0} = \omega_h = \frac{mg}{\sqrt{4k_f}}.
\]  (21)

Thus, it is possible to establish a relation between the desired rotor speeds and the desired moments \((u_{2,des}, u_{3,des}\) and \(u_{4,des}\)):

\[
u_{des} = \begin{bmatrix} k_F & k_F & k_F & k_F \\
0 & k_FL & 0 & -k_FL \\
-k_FL & 0 & k_FL & 0 \\
k_M & -k_M & k_M & -k_M \end{bmatrix} \begin{bmatrix} \dot{\omega}_{1,des} \\
\dot{\omega}_{2,des} \\
\dot{\omega}_{3,des} \\
\dot{\omega}_{4,des} \end{bmatrix}.
\]  (22)

2.3. Trajectory tracking

For the position control, two position methods based on roll and pitch angles as inputs will be presented. Both methods are based on the linearization of the equations of motion, as shown above. The first method is for the nominal state, a hover, used for maintaining the position. The second one is designed to track and follow a desired trajectory, \(r(t)\), over the three directions. In these two methods, the position control algorithm will determine the desired roll and pitch angles, \(\phi_{des}\) and \(\theta_{des}\), which can be used to compute the commanded accelerations (Kumar, 2016). The yaw angles can be constant, \(\psi_0\), or variable over time, \(\psi_c(t)\). This method is similar to a backstepping approach (Das, 2009).

In this case, the position and orientation are fixed, which implies that all velocities and accelerations are zero as well as the roll and pitch angles. The input \(u_2\) must be close to zero, as well the rates \(p, q\) and \(r\). The yaw angles can be non-zero if they are fixed, \(\psi_c(t) = \psi_0\) (Mellinger, 2012). It is assumed that \(u_1\) is very close to the weight.

With these assumptions, it is now possible to define expressions to determine the accelerations over the three axes from Equation (2):

\[
\dot{\phi} = g(\Delta \theta \cos \psi_0 + \Delta \phi \sin \psi_0);
\]  (23)

\[
\dot{\psi} = g(\Delta \theta \sin \psi_0 + \Delta \phi \cos \psi_0);
\]  (24)

\[
\dot{\psi}_c = \frac{1}{m} u_1 - g.
\]  (25)
In relation to the products of inertia, once the axes are close the principal ones, it is possible to assume Equation (26):

\[ I_{xx} \approx I_{yy}. \]  

Since the RPAS is symmetric, it is possible to write the rates of change based on the linearization of equations (2) and (3):

\[ \dot{p} = \frac{u_2}{I_{xx}} = \frac{L}{I_{xx}}(F_2 - F_4); \]  

\[ \dot{q} = \frac{u_3}{I_{yy}} = \frac{L}{I_{yy}}(F_3 - F_4); \]  

\[ \dot{r} = \frac{u_4}{I_{zz}} = \frac{g}{I_{zz}}(F_1 - F_2 + F_3 - F_4). \]

The error related to the position is defined as the difference between the desired state and the actual state:

\[ e_i = (r_i, des - r_i). \]  

(30)

Furthermore, a PD controller will be incorporated. This contains a proportional gain which affects the responsiveness of the system, depending only on the desired position and the actual one. The derivative gain is an extrapolation of the future error based on the current one and produces an inverse response related to the ratio experienced by the system. Thus, equation (31) can be derived in order to assure that the error becomes zero:

\[ (\dot{r}_i, des - \dot{r}_i, c) + k_{d,i}(\dot{r}_i, des - \dot{r}_i) + k_{p,i}(r_i, des - r_i) = 0. \]  

(31)

### 2.4. Hover state

In this state, the RPAS needs to maintain a defined position, which means that the acceleration and velocity are zero:

\[ \ddot{r}_i = \ddot{r}_i, c = 0. \]

(32)

Moreover, it must be established that this condition is guaranteed. Thus, applying Equation (31), leads to:

\[ \dddot{r}_i, des + k_{d,i} \ddot{r}_i, des + k_{p,i}(r_i, des - r_i) = 0. \]

(33)

Based on equations (23–25), and assuming that the pitch and roll angles must be maintained at a constant value in order to achieve this state, the equation can be simplified to (Mellinger, 2012):

\[ \dddot{r}_1, des = \frac{1}{m}u_1 - g; \]

\[ \dddot{r}_2, des = \frac{1}{m}u_2 - g; \]

\[ \dddot{r}_3, des = \frac{1}{m}u_3 - g. \]

(36)

Moreover, with a PD controller, as indicated in the equation (31), the error shall exponentially reach zero and also satisfy a second order differential equation (33) (Kumar, 2016). In relation to this equation, there is a set of terms related to the specified trajectory, \( \dddot{r}_i, des \), \( \dddot{r}_i, c \), and \( \dot{r}_i, des \), and a set of terms related with the actual trajectory \( \dddot{r}_i \) and \( \dot{r}_i \). Thus, the need to calculate the commanded sum of the thrusts from the motors, which will define the force that is required on the RPAS in order to maintain its position:

\[ u_1 = mg + m\dddot{r}_1, des = mg - m(k_d \dddot{r}_3 + k_p(r_3, des - r_3)). \]  

(37)

The commanded roll and pitch angles can be obtained once the commanded acceleration in the x and y directions is known, as shown in equations (38) and (39), respectively:

\[ \phi_c = \frac{1}{g}(\dot{r}_1, des \sin \psi, des - \dot{r}_2, des \cos \psi, des); \]

\[ \theta_c = \frac{1}{g}(\dot{r}_1, des \cos \psi, des - \dot{r}_2, des \sin \psi, des). \]

(38)

(39)

The desired roll and pitch angles are defined in Equations (40) and (41), respectively:

\[ \phi_{des} = \frac{1}{g}(\dot{r}_1, c \sin \psi, des - \dot{r}_2, c \cos \psi, des); \]

\[ \theta_{des} = \frac{1}{g}(\dot{r}_1, c \cos \psi, des - \dot{r}_2, c \sin \psi, des). \]

(40)

(41)

Furthermore, the pitch and roll velocities are considered to be zero, since these angles are constant throughout the hover:

\[ \rho_{des} = 0; \]

\[ \dot{q}_{des} = 0; \]

\[ r_{des} = \psi, T(t). \]

(42)

(43)

(44)

For the feedback loop, it is assumed that the commanded roll, pitch and yaw angles are known, as well their derivatives. Thus, all that is required for the attitude feedback control is the actual values of the roll, pitch and yaw angles plus their derivatives to determine \( u_2 \):

\[ u_2 = \begin{bmatrix} k_{p,\phi}(\phi_{des} - \phi) + k_{d,\phi}(\rho_{des} - \rho) \\ k_{p,\theta}(\theta_{des} - \theta) + k_{d,\theta}(\dot{q}_{des} - \dot{q}) \end{bmatrix}. \]

(45)

This model was designed to provide a faster feedback by the attitude controller than the position controller loop, as seen in Figure 3.

### 2.5. 3-D Trajectory

Since the nominal state has already been defined, now a controller that will enable to follow a three-dimensional trajectory with the acceleration close to near-hover state is going to be presented. This model follows the same assumptions made above with the difference that \( \dddot{r}_i, c \) and \( \dot{r}_i \) are no longer zero (Mellinger, 2012).

It is considered that the near-hover state assumptions of linear equations hold. To generate the desired acceleration, Equation (31) is used, so the error goes to zero exponentially.

From Equation (23), it is possible to determine the commanded state over the longitudinal and transversal directions, respectively:
\[
\vec{r}_{tc} = \vec{r}_{des} + k_{d1}(\dot{\vec{r}}_{des} - \vec{\dot{r}}) + k_{p,1}(\vec{r}_{des} - \vec{r}) ;
\]
\[
\vec{r}_{tc} = \vec{r}_{des} + k_{d2}(\dot{\vec{r}}_{des} - \vec{\dot{r}}) + k_{p,2}(\vec{r}_{des} - \vec{r}) .
\]

However, since this model has some errors and limitations related to the input thrusts, the commanded trajectory may present some oscillations when sharp turns are encountered.

With this restriction, the need to provide a modification to describe the trajectories better arises. Defining \( \vec{\dot{r}} \) as the trajectory unit’s tangent vector and \( \vec{n} \) as the normal unit’s vector, the binormal vector, \( \vec{b} \), is obtained by a cross product of the trajectory unit’s tangent vector and the normal unit’s vector, \( \vec{b} = \vec{t} \times \vec{n} \). With this, it is possible to define position and velocity errors (Mellinger, 2012):

\[
e_p = ((\vec{r}_{des} - \vec{r}) \cdot \vec{n}) \vec{n} + ((\vec{r}_{des} - \vec{r}) \cdot \vec{\dot{b}}) \vec{\dot{b}} ;
\]
\[
e_v = \vec{r}_{des} - \vec{r} .
\]

Only the position error over the normal plane to the curve’s closest point is considered. The position error in tangential direction is ignored. With the expression defined in Equation (31), it is possible to calculate the commanded acceleration, \( \vec{\ddot{r}}_{des} \):

\[
(\vec{r}_{des} - \vec{r}) + k_d e_v + k_p e_p = 0 .
\]

All other assumptions made for the hover state hold; with the exceptions clarified in this section, it becomes possible to generate a trajectory in 3D (Mellinger, 2012).

4. Trajectory generation

To generate the trajectory, some equations will be presented and, depending on the precision required, their order will increase. Below an equation for the minimum snap trajectory that requires 7th order polynomials is presented. Each polynomial piece travels between two waypoints, taking a stipulated amount of time, \( T_i \).

As \( p_i \), the polynomial between positions \( \omega_i \) and \( \omega_{i+1} \), takes \( T_i \) time to complete. The total amount of time is represented by Equation (51):

\[
S_i = \sum_{k=0}^{i-1} T_k .
\]

4.1. Gain tuning – Ziegler–Nichols method

There are twelve gains to tune – half for the position, the other half for the attitude. A trial and error method approach becomes inefficient. Thus, the need to define a more systematic approach to gain tuning, the Ziegler-Nichols method, is required (Kumar, 2016; Ziegler, 1942).

The Ziegler-Nichols method is used to tune proportional, proportional integrative, proportional derivative and proportional integrative and derivative controllers. In this case, proportional derivative control will be applied. This method has a set of steps that should be followed.

1. Set the proportional and derivative gains to zero.
2. Increase the proportional gain until the system outputs sustained oscillations that will be denominated as ultimate gain, \( K_u \).
3. Measure the period, \( T_u \), described by the oscillations.
4. Define the proportional gain as \( K_p = 0.8 \times K_u \).
5. Define the derivative gain as \( K_v = T_u / 8 \).

Sometimes, after this procedure the controller’s response is too slow. To improve it, it is advised to scale the proportional and derivative gains by small increments until a good response is obtained (Kumar, 2016; Ziegler, 1942).

5. Wind turbine blade modeling

A trajectory based on the dimensions of a wind turbine model GE 1.5sle is generated (Rosenbloom, 2014) and shown in Figure 5. The vehicle used is a Phantom 4 which has the specifications provided in Table 1. These parameters were included in the code in order to provide a better approximation for the problem.

Figure 5. Model GE 1.5sle of a wind turbine that was used
Table 1. Parameters of the RPAS Phantom 4 (DJI, 2016)

<table>
<thead>
<tr>
<th>Specifications of Phantom 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTOW RPAS</td>
</tr>
<tr>
<td>Propellers</td>
</tr>
<tr>
<td>Diagonal Size (Propellers excluded)</td>
</tr>
<tr>
<td>Maximum ascendant speed</td>
</tr>
<tr>
<td>Maximum descendant speed</td>
</tr>
<tr>
<td>Maximum speed</td>
</tr>
<tr>
<td>Maximum Service Ceiling Above Sea Level</td>
</tr>
<tr>
<td>Maximum Wind Speed Resistance</td>
</tr>
<tr>
<td>Maximum flight time</td>
</tr>
<tr>
<td>Photo quality</td>
</tr>
<tr>
<td>Satellite Positioning Systems</td>
</tr>
<tr>
<td>Video quality</td>
</tr>
</tbody>
</table>

6. Results

The results that were obtained for solving the problem statement presented in the previous section, are shown below: the gains were tuned in order to improve the state estimation for the best. To obtain precise images together with an accurate state of the whole structure, the two trajectories were idealized.

6.1. Complete inspection from an arbitrary point

In the first scenario, the trajectory was executed through a first order polynomial based on a series of defined waypoints. It incorporates the root and the tip of each blade, enabling the camera to capture it and have a better general idea of its state. The proposed flight is designed for a velocity of 0.75 m/s which would start and rest at the origin of the referential. It would take around 800 seconds to complete this path. It was considered that the wind turbine is located at 10 meters from the position of the RPAS.

The defined waypoints were obtained by performing specific measurements based on trigonometric rules:

\[
\text{Waypoints} = \begin{bmatrix}
0 & 0 & 10 & 10 & 10 & 10 & 10 & 10 & 10 & 0 & 0 & 0 & 0 & 0 & 33,34 & 0 & -33,34 & 0 & 0 & 0 & 0 & 0 & 0 & 30 & 80 & 118,5 & 80 & 60,75 & 80 & 60,75 & 80 & 30 & 0
\end{bmatrix}
\]

(59)

In Equation (59), the first row relates to the X direction, the second row relates to the Y direction, and the third row relates to the Z direction.

In Figure 6, it is possible to see the desired trajectory, represented by the blue color, and the actual trajectory, represented by the red color. They describe the RPAS’ path. A small deviation from the desired state can be seen in Figure 7. Nevertheless, it is possible to conclude that these are good results since the trajectory incorporated the whole blade from the tip to the root at the desired velocity.

In Figure 7, it is possible to see the deviation from the desired trajectory (blue line) and from the actual trajectory (red line). The first row represents the trajectory over the x axis, the second row represents the trajectory over the y axis, and the third one represents the trajectory over the z axis. Since the type of polynomial equation used to describe this trajectory was of the first order, each waypoint on the graph is represented as a corner.

In Figure 8, it is possible to see the velocity oscillation produced in order to move from one defined waypoint to another.
6.2. Helicoidal trajectory

In this second scenario, a trajectory based on the following equations to describe the movements over the longitudinal, transversal and vertical axis, respectively, was simulated:

\[ x = \cos(2\pi t) \times r; \quad (60) \]
\[ y = \sin(2\pi t) \times r; \quad (61) \]
\[ z = (h_{final} - h_{initial}) \times t / T. \quad (62) \]

In these three equations, \( r \) represents the circumference’s radius described in the trajectory. The initial height was defined as 60m; however, once the measurements related to Figure 5 were made, the minimum height on which the tip of the two lower blades are displaced was considered, and the final height was defined as 118.5 meters. Here \( t \), represents the current time of the simulation, and, \( T \) – the total time of the simulation. This path was idealized to execute three laps until the RPAS would reach the maximum height over the wind turbine, defined as 118.5 m.

In Figure 9, it is possible to see the desired trajectory (represented by the blue color) and the actual trajectory (represented by the red color). This includes the trajectory described by the quadcopter. Since there is no clear distinction between the desired and actual trajectory, it is possible to conclude that these are accurate results for the desired values.

In Figure 10, the actual trajectory is indicated by the color red and the desired trajectory – by blue. The first row represents the trajectory over the x axis, the second row represents the trajectory over the y axis, and the third one represents the trajectory over the z axis. In this case, no oscillations are seen. Thus, it is possible to say that the gains are properly set in order to provide an accurate trajectory.

Figure 9. Trajectory defined by the RPAS in the second scenario

Figure 10. Position over the three axes defined by the RPAS

In Figure 11 the red and blue color represent the actual and desired values, respectively, regarding the velocities described by the RPAS. The first row represents the velocity over the x axis, the second row represents the velocity over the y axis and the third one represents the velocity over the z axis. On this case, no oscillations are shown. Thus, it is possible to say that the gains are properly set in order to provide an accurate trajectory.

Figure 11. Velocity over the three axes defined by the RPAS

Conclusions

A model to define the trajectory over a wind turbine regarding its maintenance using an RPAS was proposed in this paper.

Of the two scenarios presented in the results section, it is possible to see that the Helicoidal trajectory provides a greater precision. This is due to the fact that the trajectory is described over continuous equations that allow maintaining smooth trajectory oscillations. The other scenario that was presented provides a more accurate inspection of the wind turbine; however, by describing the trajectory with a first order polynomial over a series of waypoints, it is harder to damp the oscillations.

It is possible to conclude that MATLAB can provide advantageous tools in order to generate a simulation of a precise trajectory. Although it is also possible to see that there are various limitations in terms of a direct application of the software, since, as mentioned before, composite materials are difficult surfaces to obtain accurate data on.
In future work, restrictions should be imposed on the velocity between waypoints before and after reaching the path over the wind turbine blades. The path approaching the blades can be executed with a higher velocity. While, over the blades, it should be slower in order to capture pictures with better quality, decreasing the error associated with the inspection. The trajectory should also be more complex to include both sides of the blade, the leading edge and the trailing edge, instead of a straight line between the tip and the root. The trajectory should also be adapted for a higher order polynomial in order to achieve greater stability when changing the direction. The rates of linear velocity must be upgraded.

Even though a spline defined by a 7th order polynomial was generated, the polynomial used to describe these waypoints was from the first order, so, instead of a smooth trajectory, it is preferred to maintain an accurate path that allows the quadcopter to pass near the middle of the blades, enabling the user to obtain more detailed information.

Upgrading this algorithm to a PID controller would make the system more accurate by stabilizing the magnitude and time error, which is possible considering the previous oscillations.

Even though this is a very limited method, it is well known that currently used inspection solutions are either outdated, expensive or inadequate. Therefore, embracing automation can bring the experience of qualified workers and technology together enhancing the renewable energies over fossil fuels.
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